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(57) ABSTRACT

A label switching router (LSR) and a method of switching
data traffic to a predefined backup traffic path by the LSR in
an MPLS (multi-protocol label switching) network. The
LSR, upon detection of failure of a protected path during an
LDP session, maintains an LDP session and forwards data
traffic via the backup traffic path according to a forwarding
table. The forwarding table contains logical output interface
information including an outgoing label, a logical output
interface, and the next hop of the predefined backup path.
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1
SWITCHING TO A BACKUP TRAFFIC PATH
BY A LABEL SWITCHING ROUTER IN A
MULTI-PROTOCOL LABEL SWITCHING
NETWORK

CLAIM FOR PRIORITY

The present application is a national stage filing under 35
US.C. 371 of PCT application number PCT/CN2012/
072307, having an international filing date of Mar. 14, 2012,
which claims priority to Chinese Patent Application No.
201110060251.5, filed Mar. 14, 2011, the disclosures of
which are hereby incorporated by reference in their entireties.

BACKGROUND

Multiprotocol Label Switching (MPLS) is an Internet Task
Force (IETF)-specified mechanism that provides for the des-
ignation, routing, forwarding and switching of traffic flows
through a network. In a MPLS network, each data packets is
assigned a label, and each data packet is directed from one
network node to the next based on a short path label, rather
than a long network address. Under the MPLS framework,
data transmission occurs on Label-Switched Paths (LSPs),
and LSPs are a sequence of labels at each and every node
along a path from a source to the destination. The labels
identify virtual links (paths) between distant nodes rather
than endpoints. MPLS can encapsulate packets of various
network protocols. MPLS supports a range of access tech-
nologies, including T1/E1, ATM, Frame Relay and DSL.

Label Distribution Protocol (LDP) is a protocol defined by
RFC 5036 of the IETF for the purpose of distributing labels in
an MPLS environment. Routers in the MPLS are referred to
as label switching routers (LSR) and use LDP to establish
LSPs. Routers having an established session are called LDP
peers and the exchange of information is bi-directional. LDP
is used to build and maintain LSP databases that are used to
forward traffic through MPLS networks.

BRIEF DESCRIPTION OF THE DRAWINGS

Example of methods and apparatus to implement backup
LDPs will be described below by way of example with refer-
ence to the accompanying drawings, in which:

FIG. 1 depicts an example MPLS network comprising a
plurality of LSRs with example label announcements,

FIG. 2 depicts available LSPs and an example of associated
labels for the example network of FIG. 1,

FIG. 3 depicts an example protected LSP and a non-acti-

vated backup LSP for a label 1025 in association with the
example network of FIG. 1,

FIG. 4 depicts an activated backup LSP (dotted line) upon
failure of a protected LSP (crossed) in association with the
example network of FIG. 1,

FIG. 5 shows example label announcements in association
with the example of FIG. 4,

FIG. 6 shows another MPLS network with several pro-
tected paths,

FIG. 7 shows a forwarding table for use with the MPLS
network of FIG. 6 to define a backup path,

FIG. 8 a forwarding table for use with the MPLS network
of FIG. 6 and defining a tunnel type backup path, and
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FIGS. 9 and 10 are forwarding table similar to that of FIG.
8 and defining other tunnel type backup paths.

DETAILED DESCRIPTION
Peer Discovery

Neighbors of an MPLS network typically discover each
other as LDP neighbors or peers via one of the following two
methods:

Basic Discover Mechanism, which is for discovering local
LDP neighbors, i.e., LSRs that are directly connected
through a link layer. In this mechanism, an LSR sends an
LDP Link Hello message to a multi-cast address 224.0.2
to discover all directly connected neighbors.

Extended Discover Mechanism, which is for discovering
remote LDP neighbors, i.e., LSRs that are not directly
connected to a link layer. In this mechanism, an LSR
periodically sends an LDP Targeted Hello Message to a
specified IP address, so that LSR’s corresponding to the
specified IP address discover the LDP neighbors.

Session Establishment and Maintenance

After discovering the LDP peers, the LSRs will begin to
establish a session, and this process includes the following
steps:

1) establishing a transport layer connection, i.e. establish-

ing a TCP connection between LSRs; and

2) initializing the session between LSRs, and negotiating
various parameters involved in the session, such as the
LDP version, way of label distribution, values of Kee-
palive timer, etc.

An established session is maintained among the LDP peers
by unceasingly sending Hello messages and Keepalive mes-
sages.

LSP Establishment and Maintenance

The LDP announces among the LDP peers the binding
relation between forward equivalent class (FEC) and the
labels through sending of label requests and label mapping
messages, thereby establishing an LSP. It will be appreciated
that FEC is an important concept in MPLS. MPLS is a type of
classified forwarding technology, in which packets having the
identical characteristics, the identical destination, or the iden-
tical service level and so on, are classified as one class and
referred to as a FEC. Packets belonging to the same FEC are
processed in the identical manner in MPLS networks. For
LDP protocol, FEC is divided generally according to the
destination address in the network layer of the packets.
Session Revocation

As noted above, an LSR wishing to maintain a neighbour-
ing relationship with a neighbouring L.SR will periodically
send a Hello message to maintain an LDP session by Hello
adjacency. An LDP session will be revoked:

1) If no new Hello message is received by expiration of the
Hello keepalive timer, the Hello adjacency or neighbour-
ing relationship will be deleted. It should be noted that
an L.DP session may have a plurality of Hello neighbour-
ing relationships. When the last Hello neighbouring
relationship on the LDP session is deleted, the LSR will
send an informing message to terminate said LDP ses-
sion.

2) The LSR determines connectivity of the LDP session
through the LDP PDU (which carries one or more LDP
messages) transmitted on the LDP session. If, before
expiration of the session Keepalive timer, there is no
information that needs to be exchanged between the
LDP peers, the LSR will send the Keepalive message to
the LDP peers to maintain the LDP session. If no LDP
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PDU is received by expiration of the session Keepalive
timer, the LSR will shut down the TCP connection and
terminate the LDP session.

3) The LSR can also send a Shutdown message to inform its
LDP peer of the termination of the LDP session. Thus
the LSR will terminate its session with the LDP peer
after receiving the Shutdown message sent by the LDP
peer.

LDP Protocol Application

LDP is the most widely used label distribution protocol in
MPLS. In a MPLS network, the LDP will usually announce a
label to the upstream in a ‘hop by hop’ manner for a FEC, and
the path that an established LSP passes through will usually
be consistent with an optimal IP route.

An example MPLS network depicted in FIG. 1 comprises
six LSRs which are identified as LSR1 to LSR6. Assuming
that the routing paths between any two LLSRs have the same
overhead, one of the interface addresses on LSR1 will be
discovered by the LDP running on LSR1 as anew FEC. Each
FEC is associated with an appropriate label and forwarding
path in a LSR.

This example FEC is 1.1.1.1/24 which is one of the inter-
face addresses of LSR1 and is associated with example label
1024. The LDP designates the label 1024 to that FEC and
announces the correspondence between the FEC and the label
to an upstream SR, which is LSR2. LSR2 will in turn des-
ignate a label to the FEC and announce the label to its
upstream LSR, which can be LSR3, LSR4, or LSRS. Like-
wise, LSR5 will also designate a label to the FEC and
announce the label to its upstream LSR, which is LSR6. In
general, the entire label announcement process is performed
hop by hop, i.e. device by device, as indicated by the dotted
arrows of FIG. 1. The announcement of corresponding rout-
ings is parallel to the label announcement process, although
the announcement of routings is by means of a routing pro-
tocol.

Asdepicted in FIG. 2, LSRS will receive three routings and
three label announcements from the three downstream
devices of LSR2, .SR3 and L.SR4. Among the various rout-
ings received, only the routing received directly from LSR2
will become the active routing since it is the optimal routing,
and the other two routings will not be activated. Similarly,
among the label announcements received from the three
downstream devices, only the label received from the imme-
diately connected LLSR2 is activated, while the other two
labels will not be activated. In general, the criterion is to
activate an LDP on receipt of labels arriving from down-
stream stream L.SRs only when the sender of the label is the
next hop of the most optimal routing of FEC. Where the
routings are not used, a general method is to store the label
only in the LDP protocol, and no corresponding forwarding
information will be generated in the forwarding plane. As a
result, the routings will not be used for forwarding. In this
case, the LSP established for this FEC:1.1.1.1/24 has no
equivalent multi-path load sharing on LSRS, and no backup
path is pre-established.

The label received from a next hop device of a non-optimal
routing is not only recorded in the LDP protocol, but is also
used to build in advance a forwarding table entry in the
forwarding plane. This forwarding table entry is known as a
‘backup table entry’ and is not used for forwarding under
normal conditions. An index to the backup table entry is
recorded in a main table entry. When the protected path is
broken, traffic will be through a backup path defined in the
backup table entry. A protection technique known as the
Fast-Reroute (FRR) as defined by Request for Comment
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(RFC) 4090 is commonly used to provide a local bypass route
(‘Backup LSP’) when a failure occurs along a Protected L.SP
in a MPLS network.

As shown in FIGS. 2 and 3, the next hop devices of non-
optimal routings are LSR3 and L.SR4. In this example, L.SR3
is set as the node in the backup path set out in the backup table
entry. When the protected path from LSR5 to LSR2 defined in
the main table entry fails, the backup table entry will be
activated and traffic will be diverted to the backup path from
LSRS to LSR3. In this case, the outgoing label of LSRS is
1026 as stored in pre-defined forwarding table entry.

As shown by dotted arrow lines in FIG. 5, alabel announce-
ment comprising a FEC 0f2.2.2.2/32 and a label 4048 is sent
by LSR2 to LSR3 while a label announcement comprising the
same FEC of 2.2.2.2/32 and a different label 4049 is sent by
LSR3 to LSRS.

Another MPLS network depicted in FIG. 6 comprises a
total of 7 LSRs and defines the following:

A first main protected LSP (LSP1) from LSR6 to LSR1,

A second main protected LSP (LSP2) from LSR6 to LSRO,

A third main protected LSP (LSP3) from LSR6 to LSR1,

A backup LSP as represented by a curved arrow line.

Initially, it is necessary to determine a link and a LDP
session to be protected. This can be done by, for example,
designating the LSR ID of a directly connected downstream
node, or specified through an access control list. In this
example, it is specified on LSR5 that the link to LSR2 is
protected. Accordingly, the LDP session between LSR5 and
LSR2 is protected.

Upon successfully establishing an LDP session between
the LSR5 and L.SR2, the L.SP will be in the Operational state.
If the session is dependent on one or more Hello adjacencies
and only the Link Hello type adjacency is present, the Tar-
geted Hello mechanism will be activated to cooperate with
the existing Hello adjacencies such that an SR session will
be maintained upon failure of a protected LSP. To activate the
Targeted Hello adjacency on LSR5, the Targeted Hello pro-
tection mechanism will send a Targeted Hello message to
LSR2. LSR2 will accept the Targeted Hello message from
LSRS by configuration, and then respond to LSR5 using
Targeted Hello. As a result, adjacencies of a Targeted Hello
type are created on LSRS.

So that an LDP session will not be revoked or terminated
when there is no longer any Hello adjacency upon failure of
when a protected path failed, the Targeted Hello protocol is
used to maintain a current LDP session. For example, there is
no Hello adjacency when the Link Hello protocol is no longer
in effect. In this case, Hello Adjacency is maintained in the
control plane to keep alive an LDP session when a protected
path fails.

When a protected link is failed or broken, no more Link
Hello message will be received. When this happens, an LDP
session as well as the forwarding table entry will be main-
tained by operation of the Targeted Hello protection mecha-
nism. As long as the Targeted Hello messages can be for-
warded through other nodes, the LDP session can be
maintained, and the corresponding L.SP session will not be
deleted. On the other hand, if the Targeted Hello messages
cannot be forwarded through other nodes, the link fault will
bring about a session interruption. As a result, all LSPs estab-
lished by that session as well as the forwarding table entries
will be deleted. In this example, LSR3 or LSR4 is a bypass
node to permit passage of the Targeted Hello message when
the protected LSP fails. Although the forwarding tables cor-
responding to the protected LSPs are not deleted, it will be
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noted that the mere maintaining of an LSP session and the
forwarding tables entry is not sufficient, since the protected
link is still blocked.

In order to facilitate traffic diversion through the backup
path, it will be necessary to establish a relationship between
the main protected path and the backup path. The MPLS
forwarding table entries in the present disclosure are organ-
ised into a forwarding table entry with at least two levels. The
first level forwarding table includes unique information of an
individual LSP that is associated with the LSR such as out-
going label and include specific information such as the logi-
cal output interface ID and is linked to a second level for-
warding table. The second level forwarding table contains
information which are common to each protected LSP, and
include the output interface and next hop of the protected
path. In addition, the second level forwarding table also
includes a status flag on whether traffic is to flow through the
main protected path or the backup path.

How a predefined backup path is set in an MPLS network
will be described below with reference to LSR5 of FIG. 6 and
a forwarding table of FIG. 7 as an example.

FIG. 7 depicts a forwarding table entry of LSRS that is
designed to predefine the backup path of FIG. 6 to permit
passage traffic passage through a backup L.SP when the pro-
tected link between LSR5 and LLSR2 failed. The forwarding
table entry is represented in two levels. The first level is
represented by 3 independent sub-blocks on the left side and
the second level is represented by a main block on the right
side and marked ‘logical output interface table 1°. The main
block includes a status flag identified as ‘active path flag’in a
first sub-block; the output interface and the next hop of the
protected (or main) path in the second sub-block; and the
outgoing label, the output interface, and the next hop of the
backup path in the third sub-block. As shown in FIG. 7, the
specified output interface is A and the next hop specified is
NH1 for the protected (or main) path for the example of FIG.
6. On the other hand, the outgoing label is 4049, the output
interface is B, and the next hop is NH2 for the backup path.

When a message carrying an example label 1028 is
received by LSR5, LSR5 will look for a label forwarding
table entry using the incoming label 1028 as a key. The first
label forwarding entry on the left side of FIG. 7 will be found.
This first label forwarding entry (label forwarding table entry
(1)) specifies that the outgoing label is 1025 and the outgoing
logic interface is 100. The key 100 will then be used to look
for a logical output interface table and the logical output
interface table entry 1 will be located. LSRS will then deter-
mine when to forward traffic using the main path or the
backup path according to the status of the ‘active path flag’.
Likewise, where the message label is 1029, the label 1029
will be used as a key to search for a label forwarding table
entry and label forwarding table entry (2) will be found.
Where the message label is 1030, the label 1030 will be used
as a key to search for a label forwarding table entry and label
forwarding table entry (3) will be found.

FIG. 8 depicts a forwarding table that is suitable as an
alternative to that of FIG. 7 to predefine or preset a backup
path of LSR5 of FIG. 6 to permit traffic passage through the
backup LSP when the protected link between LSR5 and
LSR2 failed. The forwarding table is in three levels. The first
level of this forwarding table is represented by 3 independent
sub-blocks shown on the left side and contents of the 3 sub-
blocks are identical to that of FIG. 7 as a convenient example
for illustration. The second level is represented by a main
block on the right side and is identified as ‘logical output
interface table entry’. Similar to that of FIG. 7, the main block
includes a status flag identified as ‘active path flag’ in a first
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sub-block; and the output interface and the next hop of the
protected (or main) path in the second sub-block. Dissimilar
to that of FIG. 7, a ‘tunnel interface type’ entry and a ‘tunnel
output interface’ entry are provided in the third sub-block to
define a tunnel type backup path. This third block is also
linked to another table identified by a heading ‘tunnel pack-
aging table entry’. That another table is the third level of the
forwarding table and includes the following table entries:
outgoing label, output interface and the next hop.

In this example, the ‘tunnel interface type’ is an ‘MPLS
TE’ type, the third level table that is linked to the second level
block is identified by ‘MPLS TE tunnel packaging table
entry’, the outgoing label is ‘4049°, the output interface is ‘B’
and the next hop is ‘NH2’.

FIG. 9 depicts another 3-level forwarding table that is
suitable as an alternative to that of FIG. 8 to predefine or
preset a backup path of LSRS of FIG. 6 to permit traffic
passage through the backup LSP when the protected link
between LSR5 and LSR2 failed. The forwarding table of F1G.
9 is identical to that of FIG. 8 except that the specified tunnel
type is ‘LDP LSP’, and the another table that is linked to the
third block is identified by ‘LDP LSP tunnel packaging table
entry’.

FIG. 10 depicts yet another 3-level forwarding table that is
suitable as an alternative to that of FIG. 9 to predefine or
preset a backup path of LSRS of FIG. 6 to permit traffic
passage through the backup LSP when the protected link
between LSR5 and LSR2 failed. The forwarding table of F1G.
10 is identical to that of FIG. 9 except that the specified tunnel
type is ‘GRE, and the table that is linked to the third block is
identified by ‘GRE tunnel packaging table entry’ and com-
prises information of tunnel source address and tunnel desti-
nation address.

A tunnel which meets the following criteria can be selected
as an appropriate backup path for this example:

1) the destination address of the tunnel is at the LSR ID of

LSR2, and

2) the output interface and the next hop of the backup

tunnel is different from that of the main protected path.

It will be appreciated without loss of generality that each
tunnel will appear as a “tunnel interface” regardless of the
type of tunnel, and the main distinction between different
tunnel types is the tunnel packaging. For example, both LDP
LSP and MPLS TE tunnels require MPLS tunnel packaging,
also known as label, while GRE packaging is required for a
GRE tunnel.

It will be noted from the above examples that LSPs of
different labels but having a common backup path share the
same main block identified as ‘logical output interface table
entry’. The common backup path is indicated by the same
logical output ID as depicted in FIG. 7 for example.

In operation, LSR5 will change the status of the ‘active
path flag’ to indicate ‘forwarding of traffic by backup path’
upon detection of failure on the main protected path is
detected. To facilitate switching of traffic from the main pro-
tected LSP to the backup LSP, the LSR will firstly find the first
level table entry with reference to the incoming labels and
then locate second-level forwarding table by means of the
logical output interface ID of the first level table entry. The
path through which traffic will be forwarded will depend on
the status of the ‘active path flag’. For example, traffic will be
forwarded by the backup path if the status of the ‘active path
flag’ indicates ‘forwarding of traffic by backup path’. Alter-
natively, traffic will be forwarded by the main protected path
if the status of the ‘active path flag’ indicates ‘forwarding of
traffic by main path’.
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It should be noted that the forwarding tables described in
the examples above may be stored in a memory of the router
(for instance in the forwarding plane).

The invention claimed is:

1. A method of switching data traffic to a predefined backup
traffic path by an LSR (label switching router) in an MPLS
(multi-protocol label switching) network, wherein the
method comprises the LSR upon detection of failure of a
protected path during an LDP (label distribution protocol)
session:

maintaining an LDP session;

forwarding data traffic via the backup traffic path accord-

ing to a forwarding table, the forwarding table contain-
ing logical output interface information including the
outgoing label, the logical output interface, and the next
hop of the predefined backup path; and

grouping [.SPs that are associated with the LSR and having

the same logical output interface ID to use a common
predefined backup path.

2. A method according to claim 1, wherein the forwarding
table comprises a status flag to indicate whether traffic is to be
forwarded through a main protected LSP or a backup LSP
associated with the LSR.

3. A method according to claim 2, wherein the forwarding
table also comprises information on the outgoing label, the
logical output interface, and the next hop of the predefined
backup path output interface and the next hop of the main
protected LSP.

4. A method according to claim 1, wherein the forwarding
table comprises label information of LSPs that are associated
with the LSR and associated logical output interface ID on the
LSR.

5. A method according to claim 1, wherein the backup path
comprises either a LSP type or a tunnel type path.

6. A method according to claim 5, wherein the method
comprises organizing a two-level forwarding table, wherein
the first level forwarding table comprises a plurality of label
forwarding table entries each having the same logical output
interface ID, and the second level forwarding table comprises
information on the outgoing label, the logical output inter-
face, and the next hop of a common predetermined backup
path where the backup path is an LSP type; and wherein each
one of the plurality of label forwarding table entries output of
the first level forwarding table is linked to the second level
forwarding table.

7. A method according to claim 5, wherein the method
comprises organizing a three-level forwarding table, wherein
the first level forwarding table comprises a plurality of label
forwarding table entries each having the same logical output
interface ID; the second level forwarding table comprises
information on the tunnel type and tunnel output ID where the
backup path is a tunnel type; and the third level forwarding
table comprises tunnel packaging table entry including infor-
mation on the outgoing label, output interface and the next
hop of the tunnel; and wherein each one of the plurality of
label forwarding table entries output of the first level forward-
ing table is linked to the second level forwarding table, and the
second level forwarding table is linked to the third level
forwarding table.

8. A method according to claim 5, wherein the method
comprises organizing a three-level forwarding table, wherein
the first level forwarding table comprises a plurality of label
forwarding table entries each having the same logical output
interface ID; the second level forwarding table comprises
information on the tunnel type and tunnel output ID where the
backup path is a tunnel type; and the third level forwarding
table comprises tunnel packaging table entry including infor-
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mation on the source address and destination address of the
tunnel; and wherein each one of the plurality oflabel forward-
ing table entries output of the first level forwarding table is
linked to the second level forwarding table, and the second
level forwarding table is linked to the third level forwarding
table.

9. A method according to claim 1, wherein the method
comprises maintaining the LDP session in the control plane.

10. A method according to claim 1, wherein the method
comprises maintaining the LDP session by means of Targeted
Hello messages.

11. A label switching router (LSR) for use in an MPLS
network, the router comprising a processor upon detection of
failure of a protected path during an LDP (label distribution
protocol) session to execute stored instructions:

to maintain an LDP session;

to forward data traffic via the backup traffic path according

to a forwarding table, the forwarding table containing
logical output interface information including the out-
going label, the logical output interface, and the next hop
of the predefined backup path, wherein the forwarding
table comprises label information of LSPs that are asso-
ciated with the L.SR and associated logical output inter-
face ID on the LSR; and

to group LSPs that are associated with the LSR and having

the same logical output interface 1D to use a common
predefined backup path.

12. An LSR according to claim 11, wherein the L.SR is to
maintain the LDP session in the control plane using Targeted
Hello messages.

13. An LSR according to claim 11, wherein the L.SR is to
set a status flag in the forwarding table to indicate whether
traffic is to be forwarded through a main protected LSP or a
backup LSP associated with the L.SR.

14. An LSR according to claim 13, wherein the SR is to
set the forwarding table to include information on the outgo-
ing label, the logical output interface, and the next hop of the
predefined backup path output interface and the next hop of
the main protected LSP.

15. An LSR according to claim 11, wherein the LSR is to
compile the forwarding table in advance to include label
information of LSPs that are associated with the LSR and
associated logical output interface ID on the LSR.

16. An LSR according to claim 11, wherein the LSR is to
form the backup path as an LSP path or a tunnel type path.

17. A method of switching data traffic to a predefined
backup traffic path by an LSR (label switching router) in an
MPLS (multi-protocol label switching) network, wherein the
method comprises the LSR upon detection of failure of a
protected path during an LDP (label distribution protocol)
session:

maintaining an LDP session;

forwarding data traffic via the backup traffic path accord-

ing to a forwarding table, the forwarding table contain-
ing logical output interface information including the
outgoing label, the logical output interface, and the next
hop of the predefined backup path, wherein the backup
path comprises either a LSP type or a tunnel type path;
and

organizing a two-level forwarding table, wherein the first

level forwarding table comprises a plurality of label
forwarding table entries each having the same logical
output interface ID, and the second level forwarding
table comprises information on the outgoing label, the
logical output interface, and the next hop of a common
predetermined backup path where the backup path is an
LSP type; and wherein each one of the plurality of label
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forwarding table entries output of the first level forward-

ing table is linked to the second level forwarding table.
18. The method according to claim 17, further comprising:
maintaining the LDP session in the control plane.
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